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Abstract—Detection of speech and music signals in isolated and
overlapped conditions is an essential preprocessing step for many
audio applications. Speech signals have wavy and continuous
harmonics, while music signals exhibit horizontally linear and
discontinuous harmonic patterns. Music signals also contain
more percussive components than speech signals, manifested
as vertical striations in the spectrograms. In case of speech
music overlap, it might be challenging for automatic feature
learning systems to extract class-specific horizontal and vertical
striations from the combined spectrogram representation. A
pre-processing step of separating the harmonic and percussive
components before training might aid the classifier. Thus, this
work proposes the use of harmonic-percussive source separation
method to generate features for better detection of speech
and music signals. Additionally, this work also explores the
traditional and cascaded-information multi-task learning (MTL)
frameworks to design better classifiers. MTL framework aids the
training of the main task by employing simultaneous learning
of several related auxiliary tasks. Results have been reported
both on synthetically generated speech music overlapped signals
and real recordings. Four state-of-the-art approaches are used
for performance comparison. Experiments show that harmonic
and percussive decomposition of spectrograms perform better as
features. Moreover, the MTL-framework based classifiers further
improve performances.

Index Terms—speech music overlap detection, harmonic per-
cussive source separation, multi-task learning, radio broadcast
audio classification

I. INTRODUCTION

SPEECH and music are the most frequently encountered
audio categories in movies, TV shows, web series, and

radio broadcasts. Researchers have been tackling the problem
of speech vs. music classification for a long time now. State-of-
the-art methods [1]–[4] can identify isolated speech and music
segments with impressive accuracy. However, speech and mu-
sic are often found as overlapping mixtures in most practical
scenarios. For example, sentimental scenes in movies and
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TV shows frequently have speech with background music to
highlight the scene’s mood. If such segments are not identified
beforehand and processed separately, these may disrupt the
performance of high-level applications like automatic speech
recognition and music information retrieval. Hence, this work
focuses on discriminating isolated speech and music segments
from their overlapping mixtures.

Initial studies in speech overlapped with music detec-
tion were performed using traditional feature engineering
approaches and machine learning algorithms. Some authors
dealt with the presence of background music by compensating
for it [5], using Non-Negative Matrix factorization to suppress
it [6] or separate it using Independent Component Analysis [7].
Others detected the presence of background music using
autocorrelation-based features [8] or Principal Component
Analysis [9]. Some works attempted to segment overlapping
soundtracks by using Singular Spectrum Analysis [10] or Self-
Similarity Matrix-based approach [11]. Most works used clas-
sifiers like Gaussian Mixture Models (GMM, henceforth) [5],
[8], Support Vector Machines (SVM, henceforth) [5], [8], [11],
Random Forests [11] and Logistic Regression [11].

Deep-learning-based algorithms have also been explored in
the task of speech overlapped with music detection. Jia et
al. [12] detected the presence of music using a novel Hierar-
chical Regulated Iterative Network, while Gimeno et al. [13]
used Recurrent Neural Network trained on limited data for
the task. Venkatesh et al. [14] used Convolutional Recurrent
Neural Network with artificially synthesized radio-broadcast
like speech and music data. In a recent work of this paper’s
author’s [15], an enhanced version of spectrograms called
pyknograms were explored in the task of speech overlapped
with low-energy music detection with a fully convolutional
network.

In this context, it is relevant to review the popular Albayzı́n
campaigns, a set of audio processing challenges open for
public participation. Audio segmentation evaluation (ASE,
henceforth) was one of the tasks in their 2010, 2012 [16]
and 2014 [17] editions. In the Albayzı́n-2014 ASE, par-
ticipating systems were required to identify the presence
of speech, music, or noise, either isolated or overlapped.
Albayzı́n-2014 ASE provided a more general and realistic
database than those used in the Albayzı́n-2010 and 2012
ASE. The submitted systems used two distinct approaches
for the task [17]. About half of the submissions followed
the segmentation-and-classification strategy using techniques
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Fig. 1. This figure illustrates the spectrograms of (a) music, (b) speech, and (c) speech+music mixed at 0dB, along with their harmonic (2nd row), and
percussive (3rd row) decompositions. It may be noted that speech+music spectrograms carry the combined striations of both the component signals.

like Bayesian Information Criterion. The remaining systems
employed a segmentation-by-classification strategy whereby
models of individual classes are used to generate predictions
that are smoothed in a post-processing step. GMMs followed
by Hidden Markov Models (HMM, henceforth) were a popular
choice for this strategy. The most common feature choices
were Mel Frequency Cepstral Coefficients (MFCC, hence-
forth), Perceptual Linear Prediction coefficients, short-term
energy, and other standard spectral features. GMMs, i-vectors,
HMM, Logistic Regression, and SVM were popularly used
for classification. The participating authors observed that the
presence of noise class increased the difficulty of the task.
Overlapping segments of speech, music, and noise were mostly
confused with the pair-wise overlaps. Many recent works have
also tried to solve the Albayzı́n-2014 ASE task using deep-
learning-based approaches. Gimeno et al. [18] employed a
sequence of Bidirectional Long Short Term Memory units to
segment audio sequences followed by classification.

Another popular challenge, known as the Music Information
Retrieval Evaluation eXchange (MIREX, henceforth), tasked
the detection of speech and music in its 2015 and 2018
editions. Classification-and-segmentation and classification-
by-segmentation were the major approaches used in MIREX
challenges as well. Frame energy, zero-crossing rates, spec-
tral features, MFCCs, Chroma-based features were popular
features used in MIREX 2015. Most of the authors adopted
Mel-spectrograms as the input feature in MIREX 2018. Clas-
sification systems based on expert systems, SVM, Restricted
Boltzmann Machines, Logistic Regression, Random Forests,
and shallow Neural Networks were popular in MIREX 2015.
However, most systems switched to some form of deep-

learning-based classifier in MIREX 2018.
Previous works in speech and music detection have used

Mel-scaled spectrograms (MS, henceforth) or its derivatives
as the principal feature [14], [18], [19]. Few submissions to
the MIREX challenges have explored Constant-Q Transform
spectrograms and Periodograms. Other features used were
self-similarity matrix [11], spectral tracking [20], Continuous
Frequency Activations [21], Pyknograms [15], Mel Frequency
Cepstral Coefficients [22] and standard tempo-spectral fea-
tures. To the best of the authors’ knowledge, all previous
works have used a combined harmonic and percussive rep-
resentation. Speech and music signals have distinct harmonic
and percussive characteristics. Fig. 1 (a)-(c) show the spectro-
grams of music, speech, and speech overlapped with music
(speech+music, henceforth) at 0dB SMR, respectively. The
harmonics in speech have a wavy structure, while music
harmonics are relatively more stable (horizontally linear). Per-
cussive components characterized by an impulse like vertical
striations are present more in music [23] than speech. It might
be challenging for an automatic feature learning system to
isolate and learn the class-specific patterns from a combined
representation like spectrogram. Separately presenting the har-
monic and percussive information might help in better learning
the discrimination. This idea is the main motivation of using
Harmonic-Percussive Source Separation (HPSS, henceforth)
to compute features previously unexplored in this task. HPSS
based features have been successfully used previously in Jazz
solo instrument classification [24], time-scale modifications of
music signals [25], and music genre classification [26]. We
believe that HPSS representations might perform better in the
current task as well.
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Another contribution of this work is exploring the Multi-
Task Learning (MTL, henceforth) framework in the current
task. The motivation of using MTL in the current task can
be justified using the following reasons. First, MTL has
been successfully explored previously in different speech
and audio processing applications with considerable success.
Notable examples include speech recognition [27], speaker
verification [28], harmony recognition of symbolic music [29],
analysis of acoustic scenes and events [30], Speech synthe-
sis [31], End-to-end speech translation [32], Neural machine
translation [33] and several others. Second, the current task has
some auxiliary information like mixing SMR ratio that can be
used for additional supervision in training the detection model.
Third, a model trained using this framework learns to perform
multiple tasks for any given input. For memory-constrained
systems [34], such a model will be extremely beneficial.
Fourth, training networks with highly related auxiliary tasks
and sufficient noise levels inherent in the data can improve
generalization capabilities [35]. In addition to the traditional
MTL framework, this work also explores cascaded information
in the MTL framework that is found to be beneficial in
literature [36]–[38].

This work has four principal contributions. First, HPSS
based features are explored in the task of detecting speech
overlapped with music. Second, traditional and cascaded-
information MTL frameworks are explored to enhance clas-
sifier performances. Third, the effect of challenging mixing
SMRs (say −5dB and 20dB) [5], [6], [9], [10] on the
speech+music detection performance is analysed. Fourth, the
effectiveness of the proposed system when employed to real
signals containing isolated or overlapped speech and music is
discussed.

The rest of the paper is organized in the following manner.
section II discusses the proposed approach for the detection
of speech overlapped with music. A brief description of the
procedure for HPSS is provided in section II-A. The proposed
MTL design is explained in section II-C The experiments
performed and results obtained are discussed in section III.
Finally, conclusions and possible future directions of extending
this work are discussed in section IV.

II. PROPOSED FEATURE AND NETWORK ARCHITECTURES

This work explores representations obtained from HPSS as
features to detect speech+music signals. Moreover, a classifier
designed in the MTL framework might leverage additional
implicit information associated with the underlying task and
perform better than a traditional classifier. The following sub-
sections describe the methodology for HPSS decomposition
and the design of proposed models in the MTL framework.

A. Harmonic percussive source separation

This work uses the HPSS decomposition method proposed
by Fitzgerald et al. [39]. Let, S be a complex-valued DFT-
based spectrogram, and ‖S‖ be the magnitude spectrogram
derived from S. The spectrogram ‖S‖ can be further decom-
posed into separate harmonic and percussive components. A
harmonic enhanced spectrogram (H) is computed by median

filtering the rows of ‖S‖ with a window size of lharm. Simi-
larly, a percussion enhanced spectrogram (P ) is computed by
median filtering the columns of ‖S‖ with a window size of
lperc. The equations for computing H and P are as follows.

H[i, 1 : nt] = median ( ‖S‖ [i, 1 : nt], lharm )

P [1 : nf , j] = median ( ‖S‖ [1 : nf , j], lperc )

where, i = 1, . . . nf are the indices of nf frequency bins in S,
j = 1, . . . nt are the indices of nt frames in S, and median (•)
signifies the median filter. Masks are generated using these
enhanced spectrograms that are multiplied with the original
spectrogram S to obtain the respective decompositions. Two
variants of these masks can be computed, hard masks and soft
masks. This work uses soft masks for decomposition. The soft
masks are based on Wiener filtering and computed as follows.

MH [i, j] =
Hr[i, j]

(Hr[i, j] + P r[i, j])

MP [i, j] =
P r[i, j]

(Hr[i, j] + P r[i, j])

where, power r can be either 1 or 2. In this work, r = 2
is considered. These masks are multiplied element-wise (

⊗
)

to the original complex spectrogram (S) to generate the
harmonic decomposition (Ĥ = MH

⊗
S) and percussive

decompositions (P̂ = MP

⊗
S). For a detailed treatment of

the method, the reader is encouraged to refer [39]. Fig. 1 (d)-
(e) show Ĥ and Fig. 1 (f)-(h) show P̂ of the spectrograms
in Fig. 1 (a)-(c). It can be observed from the figures that Ĥ
can clearly capture harmonics striations of the signal, while P̂
contains the signal’s percussion patterns.

B. Class-separability provided by HPSS

This subsection describes a method employed to gauge
the enhancement in class separability induced by HPSS. The
linear harmonics in music might span only a few adjacent
rows (along the frequency dimension) in the spectrogram. In
contrast, harmonics in speech may span over many rows in the
spectrogram because of their wavy nature. Therefore, the har-
monics rows might have a localized energy distribution over
successive audio frames in music but not in speech. Note that
the rows without any harmonics in either signal’s spectrogram
would mainly contain background information and not provide
much separability. Alternatively, in the case of spectrogram
columns containing percussive striations, the frame’s energy
is almost evenly distributed across all frequency bins. For
non-percussive frames, the frame energy is contained only in
a small number of frequency bins. Thus, energy distribution
might be localized in spectrogram columns containing per-
cussion and widely distributed otherwise. Hence, it may be
expected that the respective row-energy and column-energy
distributions of speech and music signals would be different.

The nature of row-energy and column-energy distributions
are studied in this work by computing their skewness across
rows and columns using the Scipy [40] python library. The
motivation and methodology for computing these measures
are described in Section I of the supplementary material
(Supp. Mat., henceforth). The spectrograms are Mel-scaled
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Music Speech

Music Speech
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Fig. 2. The t-SNE plots illustrate the distribution of speech skewness vectors.
The subfigures are generated by concatenating rskew and cskew vectors
computed from ‖S‖ (shown in (a)), and Ĥ and P̂ (shown in (b)). It can
be observed that harmonic and percussive decompositions can improve the
class separability of speech and music. For more details, refer Section II-B.

with 21 filters for this experiment to smooth along the fre-
quency axis. The distributions of row and column energies
using skewness measure are visualized in Fig. 2 using 2-
dimensional embeddings generated using the t-SNE [41] al-
gorithm. Fig. 2 (a) shows t-SNE visualizations generated with
the concatenated row and column skewness vectors computed
from the Mel-spectrogram. Similarly, Fig. 2 (b) shows the
visualization generated by concatenating the row and column
skewness vectors computed from Mel-harmonic and Mel-
percussive spectrograms, respectively. The representation for
Mel-spectrogram has much overlap between the classes, even
though it inherently contains both harmonic and percussive
information. However, separately computing row and column
skewness vectors from the Mel-harmonic and Mel-percussive
decompositions enhances the class separability, as can be
observed in Fig. 2 (b). Since the HPSS based decomposition
enhances the class separability of speech and music signals, it
might also be useful in detecting speech+music signals mixed
at various SMR levels.

C. Multi-task learning framework

Individual models are trained for different problems in
the single-task learning (STL, henceforth) framework. The
STL models with sufficient parameters to approximate the
underlying distribution and learned from large enough datasets
are known to perform reasonably well. For example, STL
architectures proposed in [1]–[4] have been successfully used
for speech and music detection. However, in most practical
cases, the performance of these models is constrained by
the complexity of the underlying task and generalizability
to unseen data. A Multi-Task Learning (MTL) framework
attempts to overcome these problems by learning multiple
closely related subproblems using a single model. Such a
technique aids the learning of the main task by joint super-
vision of related auxiliary targets. This work explores the
MTL framework for improving the speech+music detection
performance.

This work’s main task is the 3-class classification of iso-
lated speech, music, and overlapped speech+music. This work
explores both the traditional MTL framework and a cascaded-
information variant of MTL. The proposed models designed in
the traditional MTL framework involve simultaneous training
of three auxiliary tasks (AT , henceforth) to aid learning of
the main task. First, a speech vs. non-speech classifier (ATS ,
henceforth) learns to differentiate between speech and non-

Pe
nu

lti
m

at
e 

La
ye

r O
ut

pu
t

3-class
classification

Speech vs. 
Non-Speech

Music vs.
Non-Music

SMR
Prediction

Pe
nu

lti
m

at
e 

La
ye

r O
ut

pu
t

3-class
classification

Music vs.
Non-Music

SMR   Prediction

Speech vs. 
Non-Speech

(a) (b)

Fig. 3. Illustrating the proposed design of (a) Traditional MTL and (b)
Cascaded-information MTL frameworks.

speech. Music and speech+music are considered as non-speech
for ATS . Second, the music vs. non-music classifier (ATM ,
henceforth) learns to discriminate between music and non-
music. Here, speech and speech+music are considered non-
music. The ATS and ATM are learned using a binary cross-
entropy loss function. Third, a regression-based task (ATR,
henceforth) tries to estimate the SMR of a given audio signal.
The ATR task is trained using a l2 loss-based optimization
scheme. The target output of ATR task, t = [tM , tS ], is a
2-dimensional vector that indicates the scaling factor of music
(tM ) with respect to speech (tS) in the input signal. Let the
set of speech, music, and speech+music signals be denoted by
ΓS , ΓM , and ΓSM , respectively. For a given input signal x[n]
and an SMR of v dB, the ATR task target t is computed as
follows.

t =


[0, 1]T , if, x[n] ∈ ΓS

[1, 0]T , if, x[n] ∈ ΓM

[10−
v
10 , 1]T , if, {x[n] ∈ ΓSM} ∧ {v ≥ 0dB}

[1, 10
v
10 ]T , if, {x[n] ∈ ΓSM} ∧ {v < 0dB}

The proposed traditional MTL architecture is shown in
Fig. 3 (a). The hyper-parameters of each auxiliary sub-network
have been tuned over a subset of the training data. The number
of hidden layers were varied over [1, 2, 3], while the number of
hidden neurons were varied over [16, 32, 64, 128]. For the ATS
and ATM tasks, both hinge loss and binary-crossentropy loss
were tested. The final tuned sub-networks of all the auxiliary
tasks consist of a single fully connected hidden layer of 16
nodes with ReLU activation. For regularization, the hidden
layer is equipped with BatchNormalization and a Dropout
fraction of 0.4. The ATS and ATM have a single neuron
in the output layer that is Sigmoid activated with binary-
crossentropy loss function. The ATR task has two nodes in
its output layer with linear activation and l2 loss function. In
a similar manner, the proposal for cascaded-information MTL
variant is shown in Fig. 3 (b). The 2-dimensional output from
ATR is concatenated with hidden layer outputs of the ATS and
ATM tasks. This way, the cascading of predicted SMR values
might aid the speech vs. non-speech and music vs. non-music
auxiliary tasks.

The proposed models use four separate loss functions. Let
Ls be the loss function of ATS , while ys and ŷs be its
respective ground-truth and predicted outputs. Let, Lm be
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the loss function for the ATM task with respective true and
predicted outputs as ym and ŷm. The ATR branch estimates
the SMR proportion of speech and music in an input signal.
The ATR regression task is learned using a l2 loss Lsmr.
These losses are defined as follows:

Ls = -
1

N

N∑
k=1

(ys[k] log (ŷs[k]) +(1-ys[k]) log (1-ŷs[k]))

Lm = -
1

N

N∑
k=1

(ym[k] log (ŷm[k]) +(1-ym[k]) log (1-ŷm[k]))

Lsmr =
1

N

N∑
k=1

(ysmr[k]-ŷsmr[k])
2

Here, k = 1, . . . N are the samples in a training batch of
size N . Also, ysmr and ŷsmr are the respective ground-truth
and predicted values of the SMR proportion. The final 3-class
classification loss function Lc for the main task is learned
using a categorical-crossentropy loss function and is defined
as

Lc = − 1

N

N∑
k=1

3∑
ϑ=1

(
y(ϑ)c [k]log

(
ŷ(ϑ)c [k]

))
Here, y(ϑ)c are the one-hot encoded ground truth and ŷ(ϑ)c are
the predicted outputs of the ϑth output neuron of the main task
network. The total loss LTotal can be defined as the weighted
sum of these four losses mentioned above. The MTL-based
model is learned by minimizing LTotal.

LTotal = ws.Ls+wm.Lm+wsmr.Lsmr+wc.Lc

The loss weights ws, wm, wsmr and wc can be varied to
obtain optimal loss minimization for a given task. Setting equal
weights for all losses was found to be best for this work (see
Section II, Supp. Mat.).

III. EXPERIMENTS AND RESULTS

The proposed approach is validated using various exper-
iments as described in this section. The music and speech
data from the MUSAN - A Music, Speech, and Noise corpus
[42] (≈ 102 hours) are used as experimental data. The
MUSAN dataset is popularly used in a variety of speech
and audio processing tasks, like speech music detection [14],
general-purpose audio representation learning [43], music
relative loudness estimation [44], sound source separation
works [45], speech enhancement [46] voice activity detection
in the wild [47], etc. For the initial experiments, data for
the speech+music class is generated synthetically. However,
in a later subsection (see section III-H), results on real mixed
speech and music signals are also reported to establish the
efficacy of the proposed approach. This work uses three-fold
cross-validation. Each experiment is run for three iterations,
considering one of the folds as a test set and the remaining
folds as the training set. Results are reported in the form of
mean (µ)± standard deviation (σ) computed over the three test
runs. The performance metrics used in this work are accuracy
(Acc, henceforth), precision (Prec, henceforth), recall (Rec,
henceforth), and F1-score (F1, henceforth) (see Section III,
Supp. Mat.). The process of generating the mixed signals is
described next.

A. Synthetic speech+music signal generation

The MUSAN dataset contains ≈ 42 hours of music and
≈ 60 hours of speech. The available music and speech files
are divided into three (almost equal) folds. Music files in the
MUSAN dataset are provided with genre annotations, while
many speech files have gender information. Such available
information was considered while grouping the files so that
similar distribution of music and speech could be maintained
across the folds. The speech+music data for each fold was
created by mixing random pairs of music and speech files
from the same fold. Files for mixing were chosen so that files
from speech class (more in number) were sampled without
replacement, while some files from the music class (less in
number) were sampled at most twice. For simulating real
mixed signals, all integer SMR levels in the range −5dB
to 20dB with a step of 1dB were considered. Here, SMR
is defined by considering speech as the reference signal. It
was ensured that for the speech+music data in each fold, an
almost equal number of file pairs were mixed at each SMR
level. The division of files from the MUSAN dataset into folds
and speech+music file pairs with SMR annotations used in this
work have been shared publicly (along with the codes2).

B. Baseline methods for comparison

The proposed approach is validated using four state-of-
the-art speech music detection methods from literature. First,
the method proposed by Doukhan et al. [1] (B1, henceforth)
uses 21-Mel spectrogram input (MS, henceforth) with a CNN
to classify speech and music signals. The B1 classifier has
four convolutional layers followed by four fully-connected
layers (512 neurons each) leading to ≈1.4 million parameters.
Second, the proposal of Papakostas et al. [2] (B2, henceforth)
uses a CNN classifier with grayscale spectrogram input (S,
henceforth) to classify speech and music. The B2 classifier
consists of three convolutional layers and two fully-connected
layers (4096 neurons each), leading to ≈44 million param-
eters. Third, Lemaire et al. [3] (B3, henceforth) proposed a
non-causal Temporal Convolution Network (TCN, henceforth)
architecture with log-scaled 80-Mel spectrogram input (LMS,
henceforth) to detect speech and music in radio broadcasts.
The B3 classifier consists of one TCN unit of three residual
block stacks that add up to ≈0.11 million parameters. The
optimal B3 classifier was obtained by tuning the hyperpa-
rameters mentioned by the authors [3] on a subset of this
work’s training data. Fourth, a CNN with 64 trainable Mel-
scale convolutional filters with log-spectrogram input (LS,
henceforth) was proposed by Jang et al. [4] (B4, henceforth)
for music detection. With three convolution layers in addition
to the Mel-scale one and two fully connected layers (2048
and 1024 neurons, respectively), the number of trainable
parameters in the B4 classifier is ≈21 million. Among all
the baselines considered, B1 uses the smallest and most
challenging context window size of 695ms. Hence, all results
reported in this work are computed for 695ms windows.
However, the effect of varying context window size is also

2https://github.com/mrinmoy-iitg/SM HPSS MTL
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TABLE I
ILLUSTRATING THE PERFORMANCES OF BASELINE METHODS USED FOR COMPARISONS IN THIS WORK.

Music Speech Speech+Music Avg.
Feature Classifier Acc Prec Rec F1 Prec Rec F1 Prec Rec F1 F1

MS B1 71.68
±2.28

49.5
±3.37

77.64
±11.28

60.19
±4.29

81.03
±1.35

87.83
±6.03

84.19
±2.21

75.18
±4.66

51.86
±4.18

61.32
±3.9

68.67
±3.06

S B2 67.39
±2.02

40.26
±3.08

61.4
±8.82

48.59
±5.04

78.31
±4.4

93.99
±4.3

85.38
±3.52

74.85
±1.18

47.36
±5.25

57.88
±3.86

64
±2.65

LMS B3 79.23
±1.37

62.66
±2.72

84.4
±0.85

71.91
±2

80.41
±2.81

88.86
±3.07

84.35
±0.12

83.57
±0.7

64.65
±5.86

72.8
±3.78

76.33
±2.08

LS B4 56.86
±10.41

67.45
±12.02

46.22
±29.72

49.16
±18.32

90.92
±11.82

40.98
±33.76

48.58
±36.4

59.19
±7.47

84.29
±9.61

69.04
±4.81

55.67
±13.32

LS B4 (NoFC) 69.95
±16.97

48.59
±13.58

88.06
±11

61.09
±9.6

89.02
±8.22

63.05
±46.68

63.93
±39.83

81.08
±18.57

59.67
±15.59

68.01
±14.05

64.35
±20.52

TABLE II
ILLUSTRATING THE EFFECT OF USING OPTIMIZED NUMBER OF MEL-FILTERS ALONG WITH HARMONIC AND PERCUSSIVE FEATURES WITH THE BEST

PERFORMING BASELINE (B3). HERE, nmels=120, lHARM=21, AND lPERC=11 ARE USED AS THE TUNED PARAMETERS.

Music Speech Speech+Music Avg.
Feature Classifier Acc Prec Rec F1 Prec Rec F1 Prec Rec F1 F1

LMS B3 81.75
±1.01

63.92
±3.26

87.86
±0.54

73.97
±2.14

80.91
±4.65

90.95
±1.84

85.54
±1.87

86.88
±0.57

64.83
±8.06

74.04
±5.3

77.67
±3.21

LMHS B3 79.02
±5.02

52.61
±8.02

87.14
±1.77

65.43
±6.63

83.59
±4.59

97.11
±1.25

89.78
±2.1

88.91
±2.74

52.24
±15.48

65.12
±12.55

73.33
±6.81

LMPS B3 81.77
±1.31

56.48
±3.49

86.29
±3.2

68.17
±1.66

89.95
±5.88

95.26
±4.03

92.36
±1.87

89.06
±1.26

64.16
±4.11

74.52
±2.67

78.33
±1.53

LMHPS-EF B3 86.87
±1.38

70.67
±5.06

86.85
±4.38

77.74
±1.18

90.47
±3.1

97.1
±1.13

93.64
±1.41

92.06
±2.13

77.82
±6.06

84.2
±2.67

85.19
±1.75

analyzed (see Section IV, Supp. Mat.). All the baselines were
proposed as binary classification tasks. However, this work
is designed as a 3-category classification task where there is
considerable overlap between the classes, thereby increasing
the overall complexity. Hence, the performances reported for
the baselines are lesser than their original binary classification
performances. However, comparable results have been ob-
tained for binary speech vs. music classification performance
of all baseline methods computed using the setup of this work
(see Section V, Supp. Mat.).

C. Feature computation details

The spectrograms in this work are computed using a short-
term frame size of 25ms and a frameshift of 10ms. A heuristic-
based energy threshold is used to remove silences in audio
files. The HPSS decomposition of spectrograms is performed
using the Librosa [48] python library. Classifiers are designed
using the Keras [49] and Tensorflow [50] libraries. The
median-filtering window sizes used for HPSS decomposition
in this work are lharm=21 and lperc=11 (tuned experimen-
tally, see Section VI, Supp. Mat.). The spectrogram and its
harmonic-percussive decompositions have been Mel-scaled
using nmels=120 filters (tuned experimentally, see Section VI,
Supp. Mat.). The classifiers are trained using feature patches
with nt = 68 frames (695ms) as the temporal context. Patches
are extracted with a shift of 68 frames. The models are trained
with a batch size of 48 and a maximum epoch of 50. An
early-stopping criterion has been used while training to avoid
overfitting. Early-stopping is a regularization approach that
monitors the validation loss and terminates the model training
if there is no improvement for consecutive 5 epochs. The best
model with the lowest validation loss obtained in the process

is retained. All codes used for performing experiments in this
work have been shared publicly (see Section III-A). The results
are discussed in the following subsections.

D. Performance of Harmonic-Percussive features

The 3-class classification performance of B1, B2, B3 and
B4 are tabulated in Table I. The best average F1-score of
76.33 ±2.08 is obtained for the B3 baseline with the LMS
feature. The B4 baseline with LS input seems to perform
the poorest. However, it was observed that the B4 model
overfits the training data. The reason seemed to be too many
training parameters. Reducing the number of parameters by
removing the fully-connected (FC, henceforth) layers in the
B4 architecture greatly improved its performance (see B4
(NoFC) in Table I). The best performing B3 model is used
in further experiments for developing the best feature and
classification combination. Later, performance improvements
obtained with all baselines using the proposed methods are
described in section III-F.

Performance of the proposed HPSS decomposed features in
the current 3-class classification task with the best baseline
B3 is tabulated in Table II. The performance of B3 was
further improved by setting nmels=120 (first row in Table II).
The performance of B3 with log-scaled 120-Mel harmonic
spectrogram input (LMHS, henceforth) computed with tuned
lharm=21 is listed in the second row. In the third row,
the performance of B3 with log-scaled 120-Mel percussive
spectrogram input (LMPS, henceforth) computed with tuned
lperc=11 is provided. In the last row, the performance of B3
with the early-fusion (EF, henceforth) of the LMHS and LMPS
features concatenated along the feature dimension (LMHPS-
EF, henceforth) is listed. The EF strategy performed the best
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TABLE III
ILLUSTRATING THE EFFECT OF MODIFYING B3 WITH TRADITIONAL
MTL-BASED AND CASCADED-INFORMATION MTL-BASED (C-MTL)

FRAMEWORKS, AS SHOWN IN FIG. 3.

F1
Feature Acc music speech speech+music Avg.

B
3

-M
T

L

LMS 81.79
±2.59

75.63
±3.28

85.98
±2.82

77.22
±2.74

79.33
±2.52

LMHS 83.27
±1.08

71.28
±4.39

90.93
±0.77

76.82
±3.86

79.67
±2.52

LMPS 85.44
±0.08

73.42
±1.29

94.39
±1.38

81.79
±0.37

83.20
±0.24

LMHPS-
EF

89.12
±1.67

82.74
±0.95

93.76
±1.92

87.71
±1.92

88.07
±1.59

B
3

-C
-M

T
L

LMS 82.72
±1.72

75.80
±4.01

86.25
±0.94

77.46
±3.48

79.67
±2.52

LMHS 84.62
±1.97

74.45
±3.68

91.61
±1.55

80.59
±3.94

82.33
±3.06

LMPS 85.11
±1.99

72.74
±2.64

93.91
±1.84

81.06
±3.65

82.67
±2.52

LMHPS-
EF

90.09
±0.66

81.54
±0.75

94.49
±0.79

86.95
±0.51

87.33
±0.58

among intermediate-fusion and late-fusion strategies explored
in this work (see Section VII, Supp. Mat.). It can be observed
that the LMHS feature does not perform better than LMS. A
possible reason might be that Mel-scaling reduces the resolu-
tion of high-frequency harmonics that hampers discrimination.
LMPS provides almost similar results as that of LMS, although
with a lower standard deviation. However, the LMHPS-EF
significantly improves upon the baseline LMS performance
(average F1-score) by around 7%. The LMHPS-EF feature
also performs better for each of the individual classes. Such
performances support the proposal of this work that HPSS
decomposition of the spectrogram feature helps in better
detection of speech, music, and speech+music signals.

E. Performance of MTL framework

The second contribution of this work is an exploration of
the popular MTL framework in the current task. This work
explores traditional MTL architecture [28] and a cascaded-
information MTL variant [38] (see section II-C). Table III lists
the performances of best baseline classifier B3 whose architec-
ture is modified according to traditional MTL framework (B3-
MTL, henceforth) and the cascaded-information MTL frame-
work (B3-C-MTL, henceforth), as shown in Fig. 3. Only class-
wise F1-score is listed here (detailed results are provided in
Section VIII, Supp. Mat.). With the B3-MTL architecture, the
performance of the baseline LMS feature improves by around
2%. Similarly, the performances of proposed features LMHS,
LMPS, and LMHPS-EF improve by around 6%, 5%, and
3%, respectively. The B3-C-MTL architecture also improves
the performances of LMS, LMHS, LMPS, and LMHPS-
EF features by around 2%, 9%, 4%, and 2%, respectively.
However, the overall best average F1-score of 88.07 ±1.59
for the 3-class classification task is obtained with the B3-
MTL architecture with the LMHPS-EF feature. Performances
of all three classes have also improved significantly with the
LMHPS-EF feature and B3-MTL classifier. Hence, it can be
inferred that the use of the MTL framework in the current
task helps in learning more generalizable representations for

distinguishing the different audio classes, thereby significantly
improving the overall performance.

F. HPSS features and MTL framework with baselines

The improvements obtained for B3 with the usage of
harmonic-percussive features and MTL-based classifier mod-
ification motivate the application of these changes to other
baselines. Each baseline is fed with the EF of harmonic
and percussive features with the respective preprocessing of
each baseline. Moreover, all the baselines are equipped with
the MTL modification that provided the best performance
previously. Thus, B1 is modified to B1-MTL and provided the
EF of 120-Mel harmonic and percussive spectrograms (MHPS-
EF, henceforth) as input. B2 is modified to B2-MTL and
given the EF of harmonic and percussive spectrograms (HPS-
EF, henceforth) as input. Lastly, B4 is converted to B4-MTL
and trained with EF of log-scaled harmonic and percussive
spectrograms (LHPS-EF, henceforth) as input. In Table IV, the
improved performances of all the baselines used in this work
are provided. It can be observed that there are significant im-
provements to the performances of all the baselines. B3-MTL
classifier with LMHPS-EF feature performs the best, while
the B2-MTL provides a minor improvement. The relatively
poor performance of B2-MTL may be improved by tuning its
architecture for the current task and dataset.

G. Performance at challenging SMR levels

An important goal of this work is the detection of
speech+music signals in challenging SMR scenarios. All per-
formances reported till now are computed for speech+music
signals mixed at different SMR levels in the aforementioned
range [−5, . . . 20] dB. It has been encouraging to observe
that the current proposal performs quite well in the presence
of mixed signals at various SMR levels. However, it is also
important to assess the capability of the proposed approach in
detecting speech+music signals at specific challenging SMR
levels. In this context, results are computed at −5dB, 0dB,
5dB, 10dB, 15dB, and 20dB. Here, −5dB and 20dB are the
most challenging cases since the music component is 5dB
louder than the speech component in the former, while speech
is 20dB louder in the later. In such cases, the speech+music
signal is likely to be confused with the louder component.
The performance in such cases will highlight the robustness
of the proposed approach. Just for this experiment, the SMR
annotations that were fixed for every speech+music files (see
Section III-A) were substituted with the particular SMR level
being tested (among [−5, 0, 5, 10, 15, 20] dB). The mean recall
over 3-folds for detecting speech+music signals is reported.

In Fig. 4, the performance of all the baseline classifiers
have been compared with their proposed modifications. The
obtained results indicate that the performance of all baselines
has improved with the proposed modifications at all six chosen
SMR levels. Most significant improvements can be observed
for the B1 and B3 baselines. The performances of all systems
peak around 10dB and expectedly drop towards the challeng-
ing SMR cases. The B3 model with the proposed modifi-
cations performs much better than the others at challenging
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TABLE IV
ILLUSTRATING THE IMPROVEMENT IN PERFORMANCES OF ALL 4 BASELINES WITH THE BETTER HARMONIC-PERCUSSIVE FEATURE AND MTL

MODIFICATION OF THEIR RESPECTIVE CLASSIFIER ARCHITECTURES.

Music Speech Speech+Music Avg.
Feature Classifier Acc Prec Rec F1 Prec Rec F1 Prec Rec F1 F1

MHPS-EF B1-MTL 89.67
±2.92

67.03
±6.92

96.27
±2.43

78.84
±4.5

94.36
±2.76

99.25
±0.98

96.72
±1.28

97.4
±2.06

74.54
±8.05

84.23
±4.81

86.6
±3.51

HPS-EF B2-MTL 69.60
±1.89

45.79
±0.39

63.77
±9.23

53.14
±3.24

79.47
±5.7

90.27
±3.98

84.35
±1.65

74.71
±2.05

54.87
±0.48

63.27
±1.04

66.92
±1.71

LMHPS-EF B3-MTL 89.12
±1.67

78.31
±1.42

87.8
±3.35

82.74
±0.95

90.08
±4.63

97.91
±1.61

93.76
±1.92

93.26
±0.72

82.81
±3.03

87.71
±1.92

88.07
±1.59

LHPS-EF B4-MTL
(NoFC)

73.8
±6.93

59.03
±7.29

63.3
±22.54

58.89
±6.18

83.88
±4.45

87.57
±12.61

85.31
±6.24

77.27
±10.43

69.68
±10.35

72.3
±2.18

72.17
±4.04

−5dB 0dB 5dB 10dB 15dB 20dB

A
c
c

0

20
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100
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LS+B4
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A
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100
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HPS-EF+B2-MTL

LMHPS-EF+B3-MTL

LHPS-EF+B4-MTL

(a) (b)

Fig. 4. This figure illustrates the performance of (a) baseline models, and (b) their modified versions, at varying SMR levels. Accuracy values are reported
in percentage.

SMRs. Also, the performance at −5dB is poorer than that at
20dB for all systems. This result indicates that the models
are confused more in the presence of loud music than speech.
This observation might be attributed to the fact that speech is a
relatively low-frequency signal [51] when compared to music.
Thus, only a limited range of frequencies might be dominated
by loud speech in a speech+music signal, enabling better
detection. In comparison, loud music might be dominating a
more extensive spectral range which creates more confusion.
Nonetheless, the overall performances obtained at challenging
SMR levels establish the efficacy of the current proposal.

H. Performance with real mixed signals

The performances reported so far were computed over
synthetically generated speech+music signals. However, the
efficacy of the proposed approach can be gauged when tested
with real speech and music signals present as isolated and
overlapping mixtures. Schlüter et al. [52] created a dataset
(DAFx12-dataset, henceforth) of recorded Swiss and Austrian
radio broadcasts. The authors manually annotated the record-
ings into speech/non-speech and music/non-music segments.
The DAFx12-dataset consists of around 28 hours of music,
8 hours of speech, and 5 hours of speech+music segments.
The dataset is divided into a training set of around 15 hours,
a validation set of 6 hours, two test sets of 9 hours (Swiss
recordings), and 12 hours (Austrian recordings). The reader is
encouraged to refer [52] for more details about the DAFx12-
dataset.

Schlüter et al. [52] trained two separate classifiers to detect
speech and music separately. Following their approach for a

fair comparison, two separate classifiers have been trained in
this work to evaluate the proposed approach on the DAFx12-
dataset. For generalizaton purposes, silence removal was
not performed for the DAFx12-dataset. The B3-MTL model
trained on the LMHPS-EF feature over 695ms context was
used in this experiment in a transfer learning mode. For the
music detection classifier (B3-MTL-Mu, henceforth), except
for the music/non-music output, others were stripped off from
the B3-MTL model. The remaining weights in the B3-MTL-
Mu model were initialized with those from the trained B3-
MTL model. The weights were subsequently tuned over the
training set of the DAFx12-dataset. Similarly, all but the
speech/non-speech output were stripped off from the B3-MTL
model to create the speech detection classifier (B3-MTL-Sp,
henceforth). The weights of B3-MTL-Sp were initialized and
tuned similarly as B3-MTL-Mu. Both the models were tuned
with a Nadam optimizer [53] with an initial learning rate of
2e−3. The previously mentioned early-stopping criterion was
also used.

Table V lists the results of the proposed method over
DAFx12-dataset. The baseline results [52] are directly quoted
from the paper. It can be observed that the proposed approach
provides performances comparable with the baseline for both
the test sets. For the music/non-music detection, the proposed
method provides a slightly better recall as well. The results
for speech+music detection in Table V are generated by
combining the predictions from both the B3-MTL-Mu and
B3-MTL-Sp classifiers. The proposed approach provides a
decent F1-score for detecting speech+music as well. However,
small differences in the music and speech detection perfor-
mances are observed that can be reasoned as follows. First, the
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TABLE V
PERFORMANCE OF THE PROPOSED APPROACH ON REAL SIGNALS FROM THE DAFx12-dataset [52] ARE TABULATED HERE. BASELINE RESULTS ARE

QUOTED DIRECTLY FROM THE REFERENCE.

Music/Non-music Speech/Non-speech Speech+Music/Non-(speech+music)
Method Test set Acc Prec Rec F1 Acc Prec Rec F1 Acc Prec Rec F1

Schlüter et al. [52] Swiss 97.30 98.80 98.00 98.40 98.40 96.40 96.50 96.40 – – – –
Austrian 95.60 95.30 97.40 97.30 97.00 95.90 95.10 95.50 – – – –

Proposed Swiss 96.37 97.53 98.20 97.86 97.58 95.08 94.37 94.72 95.04 71.39 64.86 67.97
Austrian 93.68 94.96 97.48 96.21 95.91 94.55 93.36 93.95 91.19 74.12 73.03 73.57

baseline result was computed using ≈46ms frame-size, ≈23ms
frame-shift, and context window of ≈923ms. The proposed
approach uses a frame-size, frame-shift, and context window
of 25ms, 10ms, and 695ms, respectively. Second, this work
employs transfer learning to tune the model trained on the
MUSAN dataset to DAFx12-dataset. Whereas, the model of
Schlüter et al. [52] is trained from scratch on the DAFx12-
dataset. Despite the slight differences, the results obtained
are encouraging. It can be said that the proposed method
of using harmonic-percussive spectrogram decomposition with
the MTL framework can be an effective method of detecting
not only isolated speech and music signals but also their
mixtures.

IV. CONCLUSIONS

This work proposes the use of harmonic-percussive source
separation (HPSS) to generate features that are shown to be
better suited for detecting speech+music signals mixed at
varying SMR levels. Baseline classifiers were modified in
the traditional and cascaded-information multi-task learning
(MTL) framework to improve the classification performance
further. The HPSS features are found to outperform state-of-
the-art features. The use of the MTL framework also aided
in further improvement of the performances. Results have
been reported over both synthetic speech+music data generated
using the MUSAN dataset and real mixed data from the
DAFx12-dataset [52].

This work can be extended in the following directions.
First, the harmonic-percussive decomposition algorithm may
be automated by learning the decomposition from data, pos-
sibly leading to better extraction of signal-specific harmonic
and percussive components. Second, a soft parameter sharing
MTL framework [54] may be explored in this task, which
might allow the auxiliary tasks to learn better goal-specific
feature representations, further improving the main task’s
performance. Third, the system may be extended to detect
speech overlapped with other kinds of background sounds, in
addition to music.
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